
Topic 6-WCoordinate systems in IR



The set M" is an example of

a mathematical
object called

a vectorspace.

The scalars/numbers
IR are

an

example of a
mathematical

object called a
fed.

↑



Defi

Let B =Es , ...,
Er] be a set of r

rectorsfroma rector E in R is

in the San
of Fisies.- En for we

say in the s
of B) if we

can

it you
can

"make"
write #

by scaling

i = c, +2+...
+ cri &and addingthe vectors

where ,da , ...,
G are

real
from B

numbers.

· The expression

++... +
c

-
only have

one rector, then
we

have two cases :



· If = T , then we say
that

B is a linearly dependent set

of rectorjust say
I,

is linearly dependent)

· If Fr , then
we say

that

Bisaidepedeea
independent) .

·
If r, 2 , ie I

has more than one
vector,

then we say that Fi, ....
En are

#inearly dependent if one of the vectors

is in the span
of the other vectors i

if one of the rectors is
a linear

combination of the others.

If this is not the case ,
then the

rectors are called linearly independent
.

-



# Let a = <0 ,07 in the rector space IR
?.

Let B = Sh = []

Then B is a linearly dependent set

of rectors .

What is in the span
of a ?

If c
,
is a real number ,

then

c = c,. =

So the only rector
in the span

ofa

is itself.



Ex: Let =< 1
,
2) in the rector space IR2

Let B = []

Since B has one
non-zero

vector

we say thatI
is a linearly independent

set of rectors.

What are some rectors
in the span of

?

2. v = 2( , 2)
= (2 ,4)

- 5 . = - 5(1 ,2)
= 4 - 5 , -10)

n. = π(1 ,
2) = ( ,

2π)

-E =
-z(1,2)

= (z - 3)

Some rectors in the span
of t for span

of B) are :

<2 , 4), 75 ,
-10)
,
< ,
2)
,
(21-3)

Any multiple
of t is in the span

of t



EX: Consider the rector space I
?

-

Let Y = < , 1), =
= < 2 , 2).

Let B = E,].

&: What
are some

rectors in the span
of B ?

2. + 1 .z= 2(1 ,1)
+ 1 . (2 , 2)

= (4 ,47

4. - 2-
= 4( , 1)

- 2(2 ,2)
= 20,0

So
,
<3 ,37, 10 ,

07 are
in the span

of B = SFY
.

Note that in
general a

vector in the

span
of B is of the

form :

< + (v = c
,
( , 1)

+ c(z , 2)

= c
,
4
,
1) + 24 ,

1)

= (c ,
+ 2) < 117

In the rectors in
the sean

ofB.

are just the
rectors in the

span of !



& Are the rectors
in B=S2

linearly dependent or
linearly independent ?

Note that

(2 , 2)
= 2 . <1 , 17

il

*2

Thus , since
In is in the

span
of

the recture in i
are
linearly dependent

.

This is why
the span

of p =SE3

collapsed to just
the spar

of ,

#te:z=
2

,
can

be written
2-1%

WWe will use this idea when
we give

to check
lin-dep . / lin. ind.

another way



= Consider the rector space I?

Let i = < 1
,
07
,
j= 0

,
1.

Let B = E , j] .

&: What are some
rectors in the span

of ?

3. i + 205 = 3(,0 + 2(,
1) = (3 ,2)

- i + zj = - x , 0) + z( ,
i = ( 1

,
z)

So
,
<3 ,2), 71 ,

2) are in
the spar

of B , if
the span

of Es

In fact any
rector = (a ,b) is

in the span of p
because

= = (a , b) = (a, 07 + 40 ,
b)

= a(1 , 0) +
b(0 , 1

= am +b

Thus
,
the span of Est consists of

all vectors in IR?



& Is B a linearly independent set ?

Is one of the rectors in the span of

the other rector ?

Let's see .

can we
write =C where a isclar ?

We would
need<1 , 03

= c 0
,
1

or < 1
,
07 = <0,

7.

This would require
1 = 0 !

so it's not possible
.

-

can we
write j

=
ci ?

That World
require(0

,
1)=

1
,
07

which
would need <

0
,
1 = < ,

03.

This would
require 1 = 0

which

can't happen.

From above we
see
that B =S ,3

is a linearly independent
set .



E: Consider
the Vector space

Let , (1 ,
0
,
1)
,
in= 75 ,

-3 ,2),s= < , 1
,
0) .

Then

-
So, I is

in the sean
of t

,

and Es

The above
tells us that Visits are

linearly dependent
. This is

because

you
can make

In from scaling ladding

I
,
and Es

Note the
above equation

can
be
written as

:

z-En-3=
li
which

shows
linear

their
dependence



Here's another way to check for

linear independence
or linear dependence

-

Therem: Consider
the rector space IRV

Let B =E , , ...,]

B is
a linearly independent set

it and

only if the
only solution

to the equation

+ Gnt ... +cr
=

is < = 0,
= 0, ..., C

= 0 .

Iftheequation has more
solutioedent



Ex: Let B =S , j] in R
?

Let's use this theorem to verify

again that B is a linearly independent

set of rectors .

We want to solve

xi + c = 5

for < 1 ,
%

We get << 1
,
03 + ce (0,

1) = < 0,0

This becomes <C ,
0) + 10 , 4)

= <0,0

which is <(2)
= <0, 07.

Thus, c = 0,
= 0.

Since the
only solution

to

4 + c
-j = 5

is c =
0,

= 0 We have

that B =
3 is a

linearly

independent set
of vectura



# Consider the rector space M
-

Let V = < 1 , 07 ,v=1
.

Let B = SE,
b.

Is B a
lin .

ind .

or lin .
dep .

set of rectors ?

We need
to solve

+
-

< + cw
= 0

for C
,

22.

We get

< (1 ,0)
+ (2) 1 ,

1) = 40 ,
02

( - (,
7 = (0 ,

07

which gives

E
The only solution

to this system
is

c=
0 ,
2=

0 .

-

This , v =
< 1 ,
03 ,

Ev =< 1,
1) are

linearly independent
.



Ex: Let = < 1-2, 17,2
= <10, 1,

== 0
,
1 ,07 .

Are these
rectors linearly

independent

or
linearly dependent

We must solve

= +c + ci= (x)

for c. , ,3

We get

<(
- 2
,
1) + c(( ,

0
,
1) + (3(0 , 40)

= (0,
%
, 8)

( + ()
- 24 + (,

+ () = 70 ,
0
,
0

This gives
the system

4 + c
= 0

+( = 0[-24x + c = 0

Solving gives

O I &PR (fi ->
As (b)



This gives

A[
we get

e[
So,

( =
t

2=
-Et

= It

Thus plugging
this back

into (A) above
we get

↓t , -t
+t=

for any
A.

For
example if t

= 2 we get

↑- +2=
5



Thus
,
"
,
Y

, is are linearly dependent
.

For example ,
+

= =2- 2Vs

~
z
=+ zis :

have

The idea
here is that you

car

redundancies ,
in you

some -> and Es .

What

make , from Vz

will happenis
that the

spar

ofB =Scrib
will be

just

the sear
of E sigh.



We can use
linearly independent

vectors to create axes/coordinate

systems.

-

the vector space
R

.

E
:

Conside
The rectors

in the
span

of E create

the x-axis
.

And we
can
label this

axis like
how we

label the
real

number
line.

-
4 sFay

the Vectors- -End that live on-

asexamples the X-axis are

of vectors the ones in the span

Span of of i



EX: Consider the rector space
IR?.

Leti = < 1
,
07 , Y= 0

,
1).

These two vectors
are
linearly independent

be

and create
two

axes that can

used to
make any

vector in their
spar.

I 12i +35

II I I
J

--- -

-
-

⑭

-I I I 'bi
-3i ,

-zi

I

- i

I I i 25

---jT-
-

I

Si-2)

S =
----- I I

I I
-35

&

-----
- +

- f - r -1
- T

- -

The rector (2 , 3)
= 2 + 35 is drawn, with

the parallelogram that
makes it:

I also labeled a few other vectors
.



In this example any rector E = <9 , b)

can be decomposed into

= = ( ,b) = (a ,0)
+ <0,

b)

= a( , 0) +
b40 ,

17

- -

= ai + b)
~
G b

units units

along t along
i j
axis aXis .

·



-

ordinatesystThere en linearly independent

vectors in
IRP. Then

the vectors
in B

create a
coordinate system.

That is,-①every -
② there is

only one
expression of

the form

-

== ++ ... + Enve

Te
the Cisc, - ..g

an
above

are unique
.



Lef: Let sins
...
In be linearly

independent

rectors in
IR

.

We use the rotation
that we

have

B =[ , Ves ...s
En] to mean-

of the
rectors in

our
set .

fixed the
ordering

coordina

We call is
a basis for

esystem
for IR?

If I is in
R and

= = c, +
c + ..

+E
coordinates

then we
call <Casey

In the-

ofwith respect to B and
write

[]p = ( , ( , ...,
(n) .



Ex: Let B = [ , j) in 12, where

i = < ,0) and j = <0,
1.

We saw
earlier thatB

gives a

linearly independent
set

.

Thus , since
we
have I

linearly
independent

rectors in I We yet
that B is

a
basis for

IR?.

Let's calculate some
coordinates .

Let = <3 , K.

Then , i = < 3 , 1)
= (3 ,0) + <0,

17

= 3(1 ,0
+ 40 ,1

= 3 + j

Thus
,
the coordinates for

? with

respect to B are []
= <3 , 17.

The basis B is called the
standard basis
-

for I? It is the coordinate

system that we usually
use for the

xy-plane.



E: In the rector space IRY let

= <
,
17 and T= -1, 17.

We showed previously that these
2

Vectors are linearly independent
in I?

Let B = [ , ].

Then B is a
basis for IR?

Let's draw the coordinate sys tem

tes
thatB crea

-
->

+ b& 2a

-> -- - - - &

2b
-

-

+ ↳ za
-

X
① --- -

f

&
- -
b

v -- a > &
①

-

·

& -
- - /

-

+ +
b S - +

-bI - U a-S &

&
-

&

-

I

-v

I ⑨

-

-

V

20-

① I - IS & 5=0 + ob & -

-XT , & X ->
-

-
2

ite -
E

- b
-

& E
S &

&
-

~

· X

S & S
- &

&

&

X

X

S

---20 & -2b

↓ ·
X -

b &

-



Note: you draw the grid by drawing
each

[line parallelBthe main axis it goes with

Thevector = 2 -5 = 2 <1
- 71 , 1)

=<3
,
17

is drawn .

1 X- 20-
2 I

- Gr

& -b

-

X
-z-#[C X -
-

->

a - 1 - b

- &

- &
Y

-

-

O

-at
is

-6
+is&

courdinates of" with
thos , [*]p = <2 , -1) =-respect to B



E: Let B = [ ,5]
be as above where

a = <, 17,
5 = < - 117 .

Find the coordinates
[Ja for with

respect to B

We must
solve

i = ca +
c

for < <2

We must
solve

(S ,- 1)
= x() , 1)

+ x(b))

We get
<5 , 1)

= (
- C , 4

+ ()

This gives

c
- 2 =

5

c + C
=
- 1

If you solve
this system you

will

get =
2
, 2

=
- 3.

->

So, =2 - 34
Thus , [*] p = < 2 , - 37



The picture looks like this :

Y M - p
at
is

-

20

-

-#-

- 25
&

94
;

Ex Let B = [ ,5) as
above . Suppose you

know that []p =<-2 ,-1) .
What is i ?

We know

i = -2 - 1 . 5 = - 24 ,
k - (- 1

,
1) = ( - 1,

- 3)

Thus,= 1,) testedis



:
When we

write <x,y)
we
usually mean

the standard
basis I, coordinate system

.

For example

[1 , 27 #
means1 + 25

that's why we write [v]p
= <a ,b)

to mean the B coordinate system .



Ex : Consider the rector space R?

Tet = = < 1, 0, 07,
=(0,10), E = < 0,

0
, 17

will show
that these

In the HW you

rectors are
linearly independent.

Let p = [ ,,
ii].

Since we have
3 linearly independent

rectors

in M we get
that i is a

basic for I.

Given a
rector [

=<x, 3 ,77
we can

write

Y = (x , y ,
z)

=
(x ,

0
,
0) + (0,

y ,
0) + (0,

0
,
7)

= X
(1 ,

0
,
03 + y70 ,

1
,
07 +

z40, 0,
1

=
xi +y +
z

So , [i] p = <X ,y , z).

This is
how you

can
decompose

↑ into its Est ,t
coordinates



For example , let = <1, 2,3)

Then, ~= + 25 +
3

so , [Sp = < 1
,
2
,
3)

↑ site
ention

F

-

·---/
-%

i *

X
o
sitin

Posia direction

C,
E] is called thedardbasie



Recall that if
i and I are vectors

-

in 12 or IRS that
↑

W

. = KullolEllcos(E) ->
the

O is the angle
between

where

rectors i
and

Therefore, 8
= 90

" exactly
when

= Kill -Kille
= O

cos(E) = 0

~
ing
I and

IR as intrition we extend

this idea to any
dimension n.

Thattwo
vectors

te and
t in

ef:
We say

or thogona
1 if not

= 0

IR"are-



Ex: = < 1
,
0
,
i= 0

,
17 are

orthogonal since

·Orthogonal since
↳Let ~= 1

,
07,=, 13.

Then, . w = (k(1) + (o((i) = 1

Since I . In #0 the vectors

·are not orthogonal
.



↓ef : Let B = (,
in
, ...,
in] be a basis

for IRP

· We say that B
is an gonal basis

if every pair
of vectors from

the basis

are
orthogonal to each

other
,

that

is if. = 0
when it ]

basisortkonormal
· We say

that B isanand

if i is
an
orthogonal basis

every
rector in B

has length 7
.



# In the rector space IR2

let = < 1 ,
03
, j= 0

,
1).

Let p =[, ).

①We know that B
is a

basis for IR?

② i . j = 0.
②Kinet
11 ll =v+ i = 1

Thus ,

E] form an
orthonormal

basis

Result: B = [E, )
is an orthonormal

basis.



Ex: In the vector space IR2

let = < 1
,
1) , is = 7 1 , 1) .

Let B = [ , 5) .

① We saw earlier that

B is a basis for IR?.

② .5 = 0 ⑰
Thus,

a and 5 form

an
orthogonal

basis

③ Kall =N =E-
The lengths

of the

rectors
are

not t

thus i,
are

not

orthonormal
basic

an

Result : B is
an orthogonal basis

or tho normal
basic

-
but not

an
for IR?



Ex: In the
rector space IRS

,

let : =( 1 , 0,
0)
, j= 0

,
1
,
03
,
E = 10, 0, 1.

Let B = [ , , i] .

① In HW you
show that i

is

a basis for IR?.

t·
Thus , isIs

T form

an
orthogonal

basis for
I

-

③ Kill
=No+ o =

&

YKl=+ 0
= 1

Result : Bisan

orthin11 ll=+ 1 = 1



:FtherectorsocSee =44
① Let's show

a
,
5
,
I are lin .

ind.

Consider -

c + c5 + i, = 0

We get

<
<1
,
0
,
07 + cu

(1 , 1 ,
07 + ((1 , ) ,

1) = 30, 0,
0

pr
This gives

c + (
+ 3

= 0(i)

2 + ( = 0
(i)[C = 0 (ii)

This system is
already reduced

.

Back-substituting gives
:

(i) C = 0

(ii) < = - (
= - (0) = 0

(ii) =
- (

- ( =
- (0) - (0)

= 0

Thus, the only solution
to



< 2 + 25 + c = 5

is <= 0, (
= 0
, C

= 0.

So
,
"
,
5," are lie .

ind.

Let p = [ , ,
:].

Since we have
3 linearly independent

vectors in IR we
have that i

is a

basis for 1?.

② We have
that

the axescrataa .
5 = 1 & other
5 .
T = 2 to each

. =

We do not
have an

orthogonal basis
here.

We don't
check orthonormal

since

that requires
at least orthogonal

.

Thus , B
= La, 2) is a

basic

for I that
isn't orthogonal
I
.

or orthonorma



Let's decompose a rector into this

coordinate system .

Let v =( 4 ,
2
,
37

Let's solve

Ec, + 25 + c

for C
,
C , 3

We get

< 4 , 2 ,3)
= C( , 0,6)

+ c(1 , 1 , 0)
+ ((1 , 41)

which gives

(4 , 2 , 3)
=( + (

+ (3)( + (3 ,
%]

Or

c + x
+ (

= 4 (i)

(2 + c
= 2 (ii)its reduced so

we

We get

(ii) (3=3

(ii)(z = 2
- c

= 2 - 3 =
- 1

(i)c = H - c
- ( = 4

- (- 1) - 3 = 2

This5 + 3 .

So
, [i]p = (2,

1
,2)



Coordinate dot-product
theorem

TatB=[FsE , ..., i be an orthogonal

basis (coordinate
system) in R?

Let I
be any

rector in IRV

Then ,=...
< n

C2
C I

Orthonorma
if B

is an

Moreover

basis (ie ,
each of
, has length

1) then

+...En
C2

[
-

Note : This theorem only works
fur
te

-

orthogonal or
orthonormal coording stems



= In IR2
,

let B =[, ]

we saw that B is an orthonormal
busis for IR?

Let's decompose
E = (3,-6)

in terms

of this
basis.

We want
to solve

= = c , i +c

coordinate
dot product

theorem

The

tells us
that

a =
= .
z = (3, -6)

- ( , 0)
= 3 . 1 - 6

. 0 =
3

(
= = . j = (3 ,- 6)

- (0 ,
1) = 3 .

0 - 6 . 1 =
- 6

Thus , -

= = 3
- 65



Ex: In 12
,
let p =[ ,5) where

a = <, 1), i = 71 ,
17.

We saw that B is an orthogonal basis
.

Let V = < 5,
-1.

Let's find is B-coordinates
We want to solve

-

i = 4 + b

By the
coordinate dot

product theorem

=
and=
Thuss

i = 2 - 35

②2x,
x - 371, 1)

= (5,
-1 = t



How to turn an orthogonal basis

into an Orthonorma
I basisEins

...,
It be an orthogonal

basis for I"
.

Then, g...]- by its

length

will be
an

orthonormal
basic



Ex: In IR2
,
let B = [ ,]

where i = < 1
,
17
,
5 = 1

,
17.

We saw that B is an
orthogonal basis .

Let

=T= ( ,
k = ( )

==+,1
=7)

Then P= (,) is an
orthonormal

basic.

T

·
I



Let's decompose =<S, -17 in terms

of this new basis B ! ⑫all:

We want to solve

i = c, + cd ·-
By the coordinate dot product theorem

we get

= . = < ,
-1· )=

= 2

c = t . = <5 ,
-1).)==

3

So,

v2 -3.

-C= (2 ,2) + (3 ,
-37

= < ,
- 17=

Thrs , []ps = (2 , -35] . Recall beforea[2
(v) i

=



Deithestandard basis for IR"

is B = [, < , ... , en] where

Ei has a I in spot i and
O's everywhere

else ,

=>



Note: When we write a rector I in IR"

we always
write the standard

basic coordinates. To change
coordinates

we
write [t]p

For example,
in
R, = (2g)

means

= = 3(b) - (j) +s(i) -

But if B = [() , (b) · ) ; )] then

3)
meanta

-


